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MESH NETWORK ADDRESSING

CROSS REFERENCE TO RELATED
APPLICATIONS

This application claims priority under 35 U.S.C. §119(e) to
U.S. Provisional Patent Application Ser. No. 62/111,510 filed
Feb. 3, 2015, the disclosure of which is incorporated by
reference herein in its entirety. This application also claims
priority under 35 U.S.C. §119(e) to U.S. Provisional Patent
Application Ser. No. 62/131,188 filed Mar. 10, 2015, the
disclosure of which is incorporated by reference herein in its
entirety.

BACKGROUND

Using wireless mesh networking to connect devices to each
other, and to cloud-based services, is increasingly popular for
sensing environmental conditions, controlling equipment,
and providing information and alerts to users. However many
devices on mesh networks are designed to operate for
extended periods of time on battery-power, which limits the
available computing, user interface, and radio resources in the
devices. Additionally, some mesh network devices may sleep
periodically to reduce power consumption and are not in
constant radio contact with the mesh network to receive data
packets. However, with the increasing ubiquity and intercon-
nectedness of mesh networks, network addressing techniques
limit the efficiency, flexibility, and redundancy of routing data
packets within mesh networks and between mesh network
devices and external network devices and services.

SUMMARY

This summary is provided to introduce simplified concepts
of mesh network addressing, generally related to addressing
and routing. The simplified concepts are further described
below in the Detailed Description. This summary is not
intended to identify essential features of the claimed subject
matter, nor is it intended for use in determining the scope of
the claimed subject matter.

Mesh network addressing, generally related to addressing
and routing packets in a mesh network, is described. In
embodiments, a border router receives an address prefix and
associated configuration information from an external net-
work. The received address prefix and the configuration infor-
mation enable the border router to create a provisioning
domain that includes the received address prefix and the con-
figuration information, as well as a unique identifier. The
border router forwards the created provisioning domain to a
leader device in the mesh network that stores the provisioning
domain and propagates the provisioning domain, as well as
any other provisioning domains, as a part of network data for
the mesh network. The provisioning domains enable routers,
end devices, or hosts in the mesh network to select routes for
addressing packets to destination addresses. In implementa-
tions, the provisioning domain includes a Routing Locator
(RLOC) for the border router to enable the routers to forward
packets to the external network using the border router.

Mesh network addressing, generally related to addressing
and routing packets in a mesh network, is described. In
embodiments, a router can receive a packet to deliver to a
network destination and determine if the network destination
is within the mesh network. The network destination enables
the router to discover a Routing Locator (RLOC) that is
associated with the network destination and that provides a
routable network address for the network destination. The
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router forwards the received packet using the routable net-
work address from the discovered Routing Locator. Inimple-
mentations, the router can discover the RLOC in various
manners including searching a cache of RLOCs stored in the
router, or by sending an address query over the mesh network.

Mesh network addressing, generally related to addressing
and routing packets in a mesh network, is described. In
embodiments, a router registers an address for an end device
and assigns a child identifier to the end device. The router can
encode an Endpoint Identifier (EID) of the end device, and a
router identifier of the router into the Endpoint Identifier,
which the router incorporates into a Routing Locator (RLOC)
for the end device. The router receives an address query for
the end device, over the mesh network, and responds to the
address query on behalf ofthe end device, with a response that
includes the RLOC for the end device. The router can receive
data packets on behalf of the end device and store the data
packets for the end device until the router can forward the data
packets to the end device.

Mesh network addressing, generally related to addressing
and routing packets, is described. In embodiments, a router
device receives provisioning domains, which each include an
address prefix and an associated preference value for the
address prefix. The router can determine a route, based on one
of the address prefixes, to use to forward a data packet to a
destination. The router can use the preference values to pri-
oritize the routing of the data packet. In other aspects, the
preference values can be set based on one or more factors, and
the router can use the preference values in addition to mesh
network routing costs to determine a route for a data packet.

Mesh network addressing as generally related to duplicate
address detection in a mesh network, is described. In embodi-
ments, an end device of the mesh network can generate an
address identifier that includes an address and time-based
information associated with the end device, which is attached
to a router device for communication in the mesh network.
The address identifier may also include a random value gen-
erated by the end device. The address identifier is maintained
by the router device as a tuple state of the end device. The end
device or the router device can initiate an address query
requesting that mesh network devices in the mesh network
having a designated address respond with the tuple state that
corresponds to the designated address. The end device or
router device receives the tuple state of mesh network devices
having the designated address in response to the address
query. The end device or the router device can then compare
the time-based information in the tuple states of the mesh
network devices to the time-based information in the tuple
state of the end device and detect a duplicate address of a
mesh network device based on the time-based information.
The end device or the router device can then direct one or
more of the mesh network devices that have the duplicate
address to generate a new address.

BRIEF DESCRIPTION OF THE DRAWINGS

Embodiments of mesh network addressing are described
with reference to the following drawings. The same numbers
are used throughout the drawings to reference like features
and components:

FIG. 1 illustrates an example mesh network system in
which various embodiments of mesh network addressing can
be implemented.

FIG. 2 illustrates an example environment in which various
embodiments of mesh network addressing can be imple-
mented.
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FIG. 3 illustrates an example environment in which various
embodiments of mesh network addressing techniques can be
implemented.

FIG. 4 further illustrates an example environment 400 in
which various embodiments of mesh network addressing
techniques can be implemented.

FIG. 5 illustrates an example mesh network system in
which various embodiments of mesh network addressing as
generally related to duplicate address detection can be imple-
mented.

FIG. 6 further illustrates the example of duplicate address
detection in the example mesh network system in accordance
with various embodiments of mesh network addressing.

FIG. 7 further illustrates the example of duplicate address
detection in the example mesh network system in accordance
with various embodiments of mesh network addressing.

FIG. 8 further illustrates the example of duplicate address
detection in the example mesh network system in accordance
with various embodiments of mesh network addressing.

FIG. 9 further illustrates the example of duplicate address
detection in the example mesh network system in accordance
with various embodiments of mesh network addressing.

FIG. 10 illustrates an example method of mesh network
addressing as generally related to provisioning domains in a
mesh network in accordance with embodiments of the tech-
niques described herein.

FIG. 11 illustrates another example method of mesh net-
work addressing as generally related to addressing architec-
ture in a mesh network in accordance with embodiments of
the techniques described herein.

FIG. 12 illustrates an example method of mesh network
addressing as generally related to end devices in a mesh
network in accordance with embodiments of the techniques
described herein.

FIG. 13 illustrates another example method of mesh net-
work addressing as generally related to prioritized routing in
a mesh network in accordance with embodiments of the tech-
niques described herein.

FIG. 14 illustrates an example method of mesh network
addressing as generally related to duplicate address detection
in a mesh network in accordance with embodiments of the
techniques described herein.

FIG. 15 illustrates an example environment in which a
mesh network can be implemented in accordance with
embodiments of the techniques described herein.

FIG. 16 illustrates an example mesh network device that
can be implemented in a mesh network environment in accor-
dance with one or more embodiments of the techniques
described herein.

FIG. 17 illustrates an example system with an example
device that can implement embodiments of mesh network
addressing.

DETAILED DESCRIPTION

Wireless mesh networks are communication networks hav-
ing wireless nodes connected in a mesh topology that pro-
vides reliable and redundant communication paths for traffic
within a mesh network. Wireless mesh networks use multiple
radio links, or hops, to forward traffic between devices within
the mesh network. This provides coverage for areas larger
than the area covered by a single radio link.

Wireless mesh networks can be based on proprietary tech-
nologies, or standards-based technologies. For example,
wireless mesh networks may be based on the IEEE 802.15.4
standard, which defines physical (PHY) layer and Media
Access Control (MAC) layer features and services for use by
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applications at higher layers of a mesh networking stack.
Upper-layer applications rely on these standards-defined ser-
vices to support addressing and routing of packet data to
support application-level communication across a mesh net-
work and between the mesh network and external networks.

While many standards-based technologies have been
developed for addressing and routing of data packets in net-
works, such as Internet Protocol (IP) networks, these tech-
nologies do not provide complete solutions for addressing
and routing packets for mesh networks. For example, a mesh
network may be connected to multiple external networks,
which each provide different sets of network configuration
data that can be used by mesh network devices to address and
route data packets. However, the mesh network device is left
to decide which set of network configuration data to use, or
how to merge the different, potentially conflicting, items of
configuration information from the different sets of network
configuration data to address data packets.

Establishing provisioning domains to identity, store, and
propagate network configuration data for the mesh network
provides consistent management of network configuration
data for different external networks. When the mesh network
device uses network configuration data from a given provi-
sioning domain, inconsistent or conflicting use (e.g., from
mixing network configuration data) is prevented. Various
embodiments provide mesh network addressing techniques
to improve the management and use of network configuration
data.

Addressing and routing techniques for a mesh network
may create routing inefficiencies and may create a single
point of failure for the mesh network. For example, a border
router that connects the mesh network to an external network
of an Internet Service Provider (ISP) may receive an address
prefix and associated network configuration data from the
ISP. A Dynamic Host Configuration Protocol (DHCP) server
in the border router maps mesh network device addresses to
network addresses for routing, using the address prefix sup-
plied by the ISP.

When network address lookups in the mesh network go
through the DHCP server, routing inefficiencies are created
and the DHCP server becomes a potential single point of
failure for the mesh network. Also, requiring a DHCP server
to configure IPv6 addresses creates a potential single point of
failure for the mesh network. If the DHCP server fails, mesh
network devices cannot obtain IPv6 addresses. Mesh network
addressing techniques are described that provide on-mesh
global addressing for data packets without the need for a
centralized service to determine destination addresses for
data packets within, and outside, the mesh network.

Many devices for mesh networks, such as sensors, are
designed for low-power, battery operation over long periods
of'time, such as months or years. To achieve long service life,
a battery-powered mesh device may turn off, or sleep, many
functions, such as radio and network interfaces, for periods of
time. During sleep periods, the mesh device is not available
on the mesh network to receive packets addressed to it.

Many network addressing and routing techniques fail to
deliver data packets to such a sleeping device and may indi-
cate, to the sender of the packet that the delivery to the
sleeping device failed. Mesh network addressing techniques
are described that provide address registration for sleeping
child end devices with a parent router device, which provides
a routing destination and responds to address queries on
behalf of the end device. The parent router device stores
received data packets for the sleeping end device until the end
device is awake to receive the data packets.
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Packets in mesh networks may be routed based on routing
costs. For example, routing costs may be based on one, or a
combination of, characteristics of a route, such as a number of
links in a routing path, or a measure of link quality. The
routing costs may not fully describe the information needed
to prioritize routing a data packet over one route relative to
another. Mesh network addressing techniques are described
that associate preferences with address prefixes to prioritize
routing of data packets based on the preferences.

Devices in a mesh network may use processes to randomly
generate an address in a decentralized manner without knowl-
edge of the set of other addresses in use in the mesh network.
As the topology of a mesh networks varies over time, devices
may attach to different routers and create additional
addresses. As addresses are propagated within the mesh net-
work, duplicate addresses, created by different mesh devices,
may create routing problems when addresses are not unique
among the mesh devices. Mesh network addressing tech-
niques are described detect duplicate addresses in the mesh
network.

While features and concepts of the described systems and
methods for mesh network addressing can be implemented in
any number of different environments, systems, devices, and/
or various configurations, embodiments of mesh network
addressing are described in the context of the following
example devices, systems, and configurations.

FIG. 1 illustrates an example mesh network system 100 in
which various embodiments of mesh network addressing can
be implemented. The mesh network 100 is a wireless mesh
network that includes routers 102, a router-cligible end device
104, and end devices 106. The routers 102, the router-eligible
end device 104, and the end devices 106, each include a mesh
network interface for communication over the mesh network.
The routers 102 receive and transmit packet data over the
mesh network interface. The routers 102 also route traffic
across the mesh network 100.

The router-eligible end devices 104 are located at leaf
nodes of the mesh network topology and are not actively
routing traffic to other nodes in the mesh network 100. The
router-eligible device 104 is capable of becoming a router 102
when the router-eligible device 104 is connected to additional
mesh network devices. The end devices 106 are devices that
can communicate using the mesh network 100, but lack the
capability, beyond simply forwarding packets to its parent
router 102, to route traffic in the mesh network 100. For
example, a battery-powered sensor is one type of end device
106.

Some end devices 106 may power down (i.e., sleep) some
operations or hardware for a portion of the time the end device
106 is operational. For example, the end device 106 may
power down radios or network interfaces, to conserve power
between operations that require a connection to the mesh
network 100. For example, a battery-powered temperature
sensor may only be awake periodically to transmit a report of
temperature, and then the temperature sensor sleeps until the
next time the temperature sensor reports. When the end
devices 106 sleep, the end devices 106 are not actively con-
nected to the mesh network 100 to response to address queries
or to receive data packets over the mesh network 100.

FIG. 2 illustrates an example environment 200 in which
various embodiments of mesh network addressing techniques
can be implemented. The environment 200 includes the mesh
network 100, in which some routers 102 are performing spe-
cific roles in the mesh network 100.

A border router 202 (also known as a gateway and/or an
edge router) is one of the routers 102. The border router 202
includes a second interface for communication with an exter-
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nal network, outside the mesh network 100. The border router
202 connects to an access point 204 over the external net-
work. For example, the access point 204 may be an Ethernet
router, a Wi-Fi access point, a cellular base station, or any
other suitable device for bridging different types of networks.
Although a single border router 202 is shown in FIG. 2, for the
sake of clarity, the mesh network 100 may have any number of
border routers 202, which may connect to any number of
external networks. In another implementation, an end device
106 may operate as a border router 202. In this case the end
device operating as the border router 202 is routing traffic
between the mesh network 100 and an external network, but
not routing traffic between other mesh network devices.

The access point 204 connects to a communication net-
work 206, such as the Internet. A cloud service 208, which is
connected via the communication network 206, provides ser-
vices related to and/or using the devices within the mesh
network 100. By way of example, and not limitation, the
cloud service 208 provides applications that include connect-
ing end user devices, such as smart phones, tablets, and the
like, to devices in the mesh network 100, processing and
presenting data acquired in the mesh network 100 to end
users, linking devices in one or more mesh networks 100 to
user accounts of the cloud service 208, provisioning and
updating devices in the mesh network 100, and so forth.

One of the routers 102 performs the role of a leader 210 for
the mesh network 100. The leader 210 manages router iden-
tifier assignment, is the central arbiter of network configura-
tion information, and propagates network data, which
includes the network configuration information, for the mesh
network 100.

FIG. 3 illustrates an example environment 300 in which
various embodiments of mesh network addressing techniques
can be implemented. The environment 300 illustrates the
mesh network 100 connected to two external networks, 302
and 304. In this example, two external networks are shown,
but any number of physical or virtual networks may be con-
nected to the mesh network 100 using any suitable network-
ing technology. FIG. 3 also illustrates that each of the external
networks 302 and 304 are connected to the mesh network 100
by one or more border routers 202, as shown at 306 and 308.
Any border router 202 may connect to any number of the
external networks. Any external network may also connect to
the mesh network 100 through any number of the border
routers 202.

Provisioning Domains

FIG. 4 illustrates an example environment 400 in which
various embodiments of mesh network addressing techniques
can be implemented. The environment 400 includes the mesh
network 100 illustrated as receiving network configuration
data from the external networks 302 and 304. The external
network 302 provides configuration data 402 to a border
router 406. The configuration data 402 is associated with an
address prefix assigned by the external network 302 to the
mesh network 100 and the address prefix is av